Methodology: Regression Models for the Central Asia Protest Tracker

In order to determine the likelihood of the targets of protests in Central Asia using violence against protesters, or adopting constructive responses as a result of a protest, as well as what factors increase the number of arrests, we employed a combination of linear and logistic regression models. Linear regression was employed to determine factors that increase the number of arrests. Logistic regression was used to determine the probability of state responses (i.e. violent or constructive). The equations are presented below. Statistical significance is defined in this model when the p value is less than 0.05.

Linear Regressions

Kazakhstan
The regression model determining the effects of the independent variables has on the dependent variable is as follows:



Variable 1 is a dummy variable coded as a 1 or 0. If a group is linked to a protest, it is coded as a 1, if not, it has been as a 0. We utilized a logarithm to normalize the skewness of the protesters. Variables 3 through 8 are coded as dummy variables with positive responses coded as 1 and negative responses coded as 0. If the variable names from variables 3 through 8 are present, they have been coded as a 1 in our dummy variable. These variables garnered statistically significant results discussed in the report.


Kyrgyzstan
The regression model determining the effect of the independent variables has on the dependent variable is as follows:
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This regression utilized R’s built in as.factor() command to turn the target_type and issue1 variables into dummy variables. The Bishkek variable is dummy as well, with all protests occurring in Bishkek coded as a 1, and all others coded as a 0. This model, though large, did not garner statistically significant results from the coefficients despite the model itself showing significance, as noted in the report.

Uzbekistan
The regression model determining the effect of the independent variables has on the dependent variable is as follows:



This regression, like the linear regression used previously for Kyrgyzstan, employs R’s as.factor() command to create multiple dummy variables as one. As with previous linear regressions, the variable “Tashkent” is a dummy variable to denote protests located in the capital. With the exception of variable 1, all variables are dummy. The model itself is statistically significant, but none of the coefficients are.

While linear regression warranted some statistically significant results, particularly in Kazakhstan’s coefficients, these models did not provide significant correlations between the dependent and independent variables. However, linear regression was not the only regression employed. Logistic regression was used to determine the likelihood of certain state responses, which will be discussed in the following section.

Logistic Regressions

Logistic regression was used to determine the likelihood of a certain state response (dependent variable) when presented with protest characteristics (independent variables) We utilized two logistic regression models. The first shows the likelihood of a constructive response from the government given certain independent variables. The second equation is the likelihood of a government using violence against protesters given certain independent variables. The models are broken down by country below:

Kazakhstan



The model above shows statistical significance, meaning there is a correlation between the likelihood of a violent response when the above independent variables are applied. The variables anti_govt, nursultan, almaty, violent_protest, disrup_protest, and groups_linked are all statistically significant and are associated with an increase in probability of violent response from the government. 

α+β1(log(protesters))+β2(anti_govt)+β3(nursultan)+β4(almaty)+β5(groups_linked)+β6(violent_protest)+β7(disrup_protest)+ϵ

The above model shows a statistically significant correlation between the anti_govt (+probability), disrup_protest (+probability), and groups_linked (-probability) variables. Ergo, the more likely those variables occur or increase in number, the greater likelihood of a constructive response from the Kazakh government.

Kyrgyzstan



Kyrgyzstan’s logistic regression model, unlike Kazakhstan’s, does not provide statistically significant results for a majority of the variables. While the model itself is statistically significant, only the “Bishkek” variable is statistically significant.

 

The above model has a p value of under 0.05, meaning the model itself shows statistical significance between the independent and dependent variables. The variables bishkek, groups_linked, and violent_protest are all statistically significant and associated with a decrease in probability of a constructive response.

Uzbekistan


The above model, despite its size, does not warrant any statistically significant correlations.



The computed p-value that is less than level of significance of 0.05 indicate that there is a statistically significant relationship between the dependent and the independent variables. The variables “Tashkent” and “disrupt_protest” are statistically significant as well.

Statistical Significance

The regression models we developed provide multiple instances where there are statistically significant correlations between the independent and dependent variables. While certain models did not garner statistically significant results, this can potentially be explained due to the lack of data, particularly from Kyrgyzstan and Uzbekistan. These countries had under 500 observations, which will be alleviated in future analyses as more protests are recorded. In the future, it will be vital to replicate these models to see if the significance levels change.
